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ABSTRACT

Estimation of population median accurately is often challenging when data are
vague, imprecise, or indeterminate. Classical estimators which rely on precise
data, may produce biased and inefficient results under such conditions.
neutrosophic estimators have been developed to address the issues of vagueness,
impreciseness, or indeterminateness on median estimation. However, some
recent efficient existing median estimators depend on unknown constants which
makes them impracticable in real life situations unless if the unknown
parameters are estimated using a sample which require huge resources. These
existing median estimators are also ratio-based which are less efficient when the
correlation between the study variable and auxiliary variable is negative. To
address these problems, this study introduced regression-cum-exponential-type
neutrosophic estimators for the population median which are efficient and free
of unknown constants. The proposed median estimators are regression-base
estimators which are efficient for both negative and positive correlation.
Theoretical expressions for biases and mean squared errors (MSEs) of the
proposed neutrosophic median estimators were derived up to the first order of
approximation and the theoretical efficiency conditions over the related existing
estimators were established. The performances of the proposed estimators were
evaluated empirically using biases, MSEs and percent relative efficiency (PRE)
through simulation studies. The results indicate that the proposed estimators
consistently outperform classical and existing methods by achieving lower MSE
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(MSE), and higher PRE with exception of few cases. The findings highlight the
Percent Relative accuracy, efficiency, and practical applicability of the proposed neutrosophic
Efficiency (PRE). approach for median estimation in uncertain environments.

INTRODUCTION Several authors like Singh and Audu (2015), Audu et al.

The main purpose of sampling theory is to enhance the
accuracy of estimating unknown population parameter
for a study variable on the basis of the auxiliary
information. This approach is more effective when there
is a strong correlation between the study variable and
auxiliary variable. Common methods used to estimate
population parameters include ratio, product and
regression methods. The ratio method of estimation was
first suggested by Cochran (1940) and can be used when
there is a strong positive correlation between the study
variable and the auxiliary variable. The product estimator
was proposed by Murthy (1964) and is applied when there
is a strong negative correlation, while the regression
estimator can be applied when there is either negative or
positive correlation and is generally more efficient than
the ratio or product methods.

(2020), Singh et al. (2020), Audu et al. (2023) and Sher
et al. (2025) have worked extensively in this direction
Auxiliary information, which refers to information used
to improve the performance of estimator, was first
utilized by Cochran (1940). Subsequent studies include
Singh and Singh (1998), who developed an almost
unbiased ratio and product-type estimator; Abu-Dayyeh
et al. (2003), who extended estimators for more than two
auxiliary variables; Singh et al. (2014), who constructed
a ratio-type estimator using two auxiliary variables;
Sharma and Singh (2014), who proposed a generalized
median estimator; Lamichhane et al. (2017), who
suggested an estimator for the finite population mean
using the auxiliary variable’s median; and Hussain et al.
(2024), who showed that using auxiliary data reduces bias
and mean square error (MSE) in median estimation.
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Median estimators are used to determine the central
location of a population and are valuable when data
contain extreme values or are heavily skewed. Several
studies have contributed to estimating the population
median. Gross (1980) used the sample median in various
sampling methods. Kuk and Mak (1989) proposed using
the known median of an auxiliary variable. Rao et al.
(1990), Garcia and Cebrian (2001), Arcos et al. (2005),
and Singh et al. (2007) proposed estimators for unknown
population medians. Singh and Solanki (2013) developed
classes of estimators using auxiliary information. Sharma
and Singh (2015) proposed a family of estimators using
auxiliary variables, while Muneer et al. (2020), Irfan et
al. (2021), and Masood et al. (2024) developed efficient
estimators for median using supplementary or robust
auxiliary variables.

Classical statistical methods assume precise and crisp
data. However, real-world data often exhibit vagueness,
imprecision, and uncertainty. Zadeh (1965) introduced
fuzzy statistics to manage uncertainty by assigning
degrees of truth and falsehood, but it does not account for
indeterminacy. ~ Smarandache  (1998)  proposed
Neutrosophic  statistics to  handle  uncertainty,
imprecision, vagueness, and incomplete information.
Unlike classical or fuzzy methods, Neutrosophic methods
allow for conflicting and indeterminate values, which is
valuable for real-world data that are not fully reliable.
Neutrosophic methods have been applied in statistical
estimation by Tahir etal. (2021), Vishwakarma and Singh
(2023), Singh et al. (2024), and Masood et al. (2024), who
developed robust estimators for population mean and
median using auxiliary variables. Singh and Tiwari
(2025) improved population mean estimators using
unknown medians of two auxiliary variables. Singh et al.
(2025) constructed an almost unbiased estimator for
population median using neutrosophic information.
However, their ratio-based estimator is less efficient
when correlation between the study variable and auxiliary
variable is negative.

Estimation of the population median plays an important
role in Survey Sampling, particularly in skewed
populations or when the presence of outliers may distort
the usefulness of the mean. In real-world situations where
data uncertainty, incompleteness, or indeterminacy
exists, the neutrosophic framework provides a robust
alternative to classical statistics by introducing truth,
indeterminacy, and falsity components to handle such
conditions.

Recent years have seen efforts to develop neutrosophic
estimators for population parameters, though only a few
have focused specifically on the population median using
auxiliary information.

In Neutrosophic framework, observations often include
quantitative data expressed as uncertain values within a
range, typically denoted as (a,b), Smarandache (2014).
There exist multiple representations for the interval form
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of a neutrosophic number, depending on the nature and
degree of uncertainty involved. Singh et al. (2024) and
Masood et al. (2024) describe neutrosophic interval value

as Zy=Z +Zyl wherel e[l_,1,], the lower
and upper values of the neutrosophic variables Z,, are
denoted by Z, and Z, respectively, while | reflect

the indeterminacy level in Z,, with values from 0 to 1.
Let a population consist of

Qu =(Qu+ Qons Qo Quy)- Each unit
Qu €(i=12,...,N) has two neutrosophic auxiliary
variables and study variable X, €[x_,%,]. and
Y €[Yir Yy |- Let the sample of size ng [n,ny ]

is chosen from Q) . The sample and the population
medians of the neutrosophic study and the auxiliary
variables are represented by M and M, and My

, and M « With probability density functions of
ny(MyN)’ fXN(MxN)

N

M.y E(MyL,MyU) and I\?IXN E(MXL'MXU)' the

and where

correlation coefficient between the MyN and M is

represented by o, and is defined as;
Py (MyN Mo ) :(4pny (yN’XN )_1)
Pyxn (nyXN): Pyxn (yN < MyN N Xy = MXN)‘

where

Review of Existing Population Median with Single
Auxiliary Variable within Neutrosophic

Motivated by Gross (1980), Masood et al. (2024)
proposed a neutrosophic traditional median estimator

denoted by I\7ION of population median as in (1.1). The
variance of I\?ION is given as in (1.2).
MON = M yN

var(l\?lON ) =AMA.C2 1.2

Inspired by Kuk and Mak (1989), Masood et al. (2024)
developed a novel neutrosophic traditional ratio estimator

denoted by M ry Of population median as in (1.3). The

11

bias and MSE of I\7|RN are given as in (1.4) and (1.5)
respectively.
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. (M

Mgy =M, | -2 .
RN yN [MXNJ 13

Bias (M ) = 4,M  {Cl ~Cugn | 1.4

MSE (Mg, ) = Ny

/IN M 5N {CI\Z/IyN + CrslxN - 2CMny }

However, the estimator |\7IRN performed better than

Moy if Py > 0.5 M

MyN
Using the concept of Bahl and Tuteja (1991), Masood et
al. (2024) gave the neutrosophic exponential ratio-type

estimator denoted by M ey Of population median as in

(1.6). The bias and MSE of MEN are given as in (1.7)
and (1.8) respectively.

R . M, —M
M., =M, exp| =N N
EN yN p[MxN+MxNj

o 3 1
Blas(MEN ) =M Ay (gcfm _ECMVX“) 17

1.6

MSE (Mg, ) =

1 1.8

MjN)lN CI\Z/IyN +ZC|\2/|><N _CMnyj

However, it has established that M en I more efficient

. ~ C
than Moy and Mgy if o, >0.25="*%  and
MyN

CMXN

Py <0.75 respectively.

MyN

Masood et al. (2024) adapted difference estimator of
population median and proposed neutrosophic difference
estimator as given in (1.9)

A~

Mo, =My +doy (M, =M, | 19
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At the optimal value of dON which s

B M yN pnyCMyN
ON(opt) — M NCM N !

A

M Dy, + IS given as in (1.10)

d

the minimum MSE of

0 ~M2 2 2
var (M, )min = MACoy (1- P )
Adopted from Muneer et al. (2020), Masood et al. (2024)
expressed the difference-type estimators dented by

A A A~ A

1.10

M Dy ! M D,y ! M Doy M b,,, Of population median as in
(1.11), (1.12), (1.13), (1.14) respectively. The
expressions for biases and MSEs of
M Dy ! M D,y ? M D,y ! M b,, areas in (1.15) -(1.22).
I\7|Dm :leMyN+d2N(MxN_MXN) 111
DZN =
- . M, 1.12
{dSNMyN +d4N (MXN _MxN)}[MXN J’
MDW -
dSNMyN +d6N M -M \ 1.13
) exp| ———2
(MXN_MXN) MXN+MXN
MD4N =
d, M., +d 1.14
7N VIyN ) 8N exp(MXN _1j
(M, —M ) M.
Bias(M,_)=(d,, ~)M,y. 1.15
Bias(M, )
=(dgy —DM + 1.16
d3N M yNC1N + d4N M xN BlN
Bias(M,, )=
(dsy =DM + 1.17

d5N M yNCZN +d6N IVIXN BZN
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Bias(M,, )=

(d;y —DM + 1.18
d7N M yNCSN + d8N M xN BSN
MSE (Mg, ) o =

1.19

BON }
AON BON _Cg_N + BON

M2, {1—

MSE(M g, Yin =

[AiN BlZN + BlN ClZN - ZBlN ClN DlN +]
BlZN + 2BlN DlN - 2BlN DlN + BlN
AiN BlN - D12N + BlN

e
My

1.20

MSE (Mg, )i =

min

(AZN D22N + BZNCZZN _ZCZN DZN E2N J
M2 J1— +2B,\Coy + D22N —2D, By + By
N
’ AZNBZN _E22N +BZN
1.21
MSE(MD )mln -
(A3N D32N + BchszN _ZBSNCBN D3N J
M 2 _ +B32N +ZBSNC3N _ZBSN Dy + B3N
N
’ AaN BSN - D32N + BSN

1.22
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d3N(0pt) =

B, (C,y — D,y +1) ~

A\ B, — D2 +B,, = Nem

M,y (A By —Ciy Dy + By —Dyy)
M (AnBy — D\ +By)

d

7N(opt) —

BSN (C3N — D3N +1) _

ASN BSN - D32N + BsN) NG

MyN (A3N B3N _C3N D3N + BSN — DSN)
MxN (A3N BSN - D32N + BSN)

An =4 CI\Z/IyN Bon :ﬂ’NCI\Z/IyN' CON
Ay = Ay (Coyn +3Cia —4Cy ),

By =4 CI\Z/IXN' Cin = (CMXN
Dy =4y (ZCMXN CMny),

Ao = Ay (Cyn +Cy —ZCMny),

MxN
BZN _ﬂ“ CI\Z/IXN’ CZN _EN( CM><N

ﬂ’NCMXN 12, Exn = ﬂN (CMXN
Aa = /1N (CMyN +4Cl\2/I><N _4CMny)’

=,C

MyxN

CMny )1

1
2 CMny)!

Mny )1

B,, = 4,C;

MxN ?

CSN - ﬂ“N( CM><N
CMny)'
Motivated by Irfan et al. (2021), Masood et al. (2024)

developed a neutrosophic generalized ratio-type
estimator represented by T(d)N of finite population

Mny ) and

3N - ZN (ZCMXN

median as in (1.23). The bias and MSE of T(d)N is given
in (1.24) and (1.25) respectively.

Ti(d)N =
where d,, (i =1-8) are constants determined below by i Mooas )
N . . YnViw + 09y
optimality considerations as m;y [J
M., +9
YnIVlw + 0y + 193
— BON d — MVN A NBO gvp(MxN_MxNj
1N (opt 2 ? = 2N (opt Y - YV
(oPt) A\)N BON _CON + BON (0P MxN AONBON —QON {MN\‘ Moy

WM,y +0y

{mZN [WNMxlN +0y

)

110




On the Efficiency of the Regression-Cum-Exponential ...

BiaS(Ti(d)N )=

2
1+/INC2MXN(2—a30N +a,(a, —l)Hﬁj

1
M w | Min +/1NPNCMyNCMxN (aseN _Zj
1+ a,(a, +1)6’r\21 ﬂ’NCI\ZAXN
+m,y, 2
—a,0u Ay pNCMyNCMxN

-1

1.24
MSE(Ti(d)N)min =
M ZN {1_ (AZN AjN + AiN A52N _2A3N A4N ASN)}

2
(AiN AZN - AaN )
Inspired by Sharma and Singh (2014), Singh et al. (2025)
introduced the neutrosophic exponential estimator
denoted by t,,, of population median as shown in (1.26).
The bias and MSE of t are givenasin (1.27) and (1.28)
respectively.

1.25

ty =
) 'R 1 _ 1.26
MyN IleN eXp b(MxN IleN
IleN MxN + MxN
Bias(t,y ) =
a(a-1)) ab b b’
5 +?——+§ 1.27
IvlyN/q'N 4
CI\Z/IXN +aCMny
MSE(t,) =
C2 b 2C2
, MyN + a+§ MxN 1.28
MyN/lN
b
+2(a+§jCMny

Motivated by Mishra et al. (2017), Singh et al. (2025)
proposed neutrosophic log type estimator expressed by

t, of the population median as given in (1.29). The bias
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and MSE of t,, are given as in (1.30) and (1.31)
respectively.

. M,
tyy =My [1+ log (M—X:D

1.29
: 1.,
Bias(t,y) = My | Ay Cuy _ECMXN 1.30
MSE(t,,) =
131

M 5N AN I:CI\ZIIyN + CI\ZIIXN + 2C:l\zllny }

Using the concept of Gross (1980), Sharma and Singh
(2014) and Mishra et al. (2017), Singh et al. (2025)
proposed improved neutrosophic estimator denoted by

t,, for estimating the neutrosophic finite population
median as in (1.32). The bias and MSE of the estimator
t,y are givenasin (1.33) and (1.34) respectively.

tn =

n R |\7|X :
WM w Ty M N [M_NJ

XN
A1 — 1.32
oxp| P =M, |
MXN + MXN
M, (1+ Iog[ mXN D
xN

Bias(t,, ) =

[(a(a-1) ab

ol Oy T Oy
1.33
Myl b b? 1
_ZalN +E“1N _EQZN

_/’LNCI\Z/IXN +Hy A Cyyn

MSE(t,,) =
, Coyn +HCln + 1.34
M yNﬁ“N
2HNCMny

111




On the Efficiency of the Regression-Cum-Exponential ..

Min.MSE (t,) = M A Clun (1 Pl ). 135

Several estimators have been suggested by Singh et al.
(2025) and are shown to be efficient. However, their
median estimators depend on unknown constants which
make it impracticable in real life situation, also, their
estimator is a ratio base estimator which is less efficient
when the correlation between the study and auxiliary
variable is negative. To address the above flaws in Singh
et al. (2025) prompted the current study.

MATERIALS AND METHODS
Proposed Population Median Estimators
Building upon the findings of Singh et al. (2025) and

addressing the gaps observed in their study, we have
developed the following estimators.

TPlj =
[MyN +by (M —I\?IxN)} 1.36
kiM +Ii)_(kiMxN +|i)
exp A
(kMg +1,)+ (kM +1,)
TP2j =
[l\?IyN+bN(MxN— AxNﬂ 1.37
kM, +I.
kM +1,
TP3j =
. . 1.38
|: yN +bN (MXN _MxN ):|
kKM +1;
[kiMxNHJ
Teaj = 1.39
|: AyN +bN (MXN _MXN):|
(kM 1) = (kM +1,)
o (kMo +1)+ (kM +1,)
P5j =
M, +by (MxN —I\?Imﬂ 1.40
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NM.,, —
N —n

pnySyN

Where M :N = S
XN

N o=
» PN

k and | are the parameters of the auxiliary variables Xy
or can assume values 0, 1and K #0

Procedure for Deriving the Properties (Biases and
MSEs) of the Proposed New Estimators

The procedures for deriving the properties of the
proposed estimators were presented. And to obtain the
Biases and MSEs of the proposed estimators, the below
errors terms are defined.

MYN_M)’N _MXN_MXN
En = :
MVN MXN
€on E[eoueou] €in E[eluelu] E(en) =0,
E(elN) 0, E(eON) A CMyN’E(elN) ﬂ’NCMXN‘

E(eynen) = ANCMny .

€on =

Bias(T)=E(T,-M,,) i=12345 141
2,

MSE(T,)=E(T,-M,,) i=12345 142

The biases and MSEs of estimators

Tplj ’szj 'Tpaj 'Tp4j ’Tp

results of the expected values of the errors above.

~are obtained by using the
5]

Properties of the Proposed Estimators

This section derived and presented the biases and mean
squared errors of the proposed estimators.

Bias and MSE of the Proposed Estimator TPlj

Express TF,lj in terms of €, and €, , equation (2.1) is
obtained

TPlj =

[ y(N |

(KMo +1) = (kM (1+ey)+1)
(kM +1;)+ kMxN(1+e1N)+Ii)

2.1
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Simplifying equation (2.1), equation (2.2) is obtained.
Toyj =
j

[MyN (1+e0N)_bNMxNelN:|

exp _kiMxNelN
2(kiMxN +Ii)+kiMxNe1N

2.2

kM, +1,

TPlj =
[MyN (1+e0N)_bNMXNe1N]

ex o 1+ﬂ B
p > €N > €in

TPlj =
[MyN (1+eON)_bNMxNe1N]

0i2
TelzN }

Subtracting M N from both sides of (2.4), equation (2.5)
T, —M , =

yN

2.3

2.4

4
exXp| —— e +

P1j
¢9i
MyNEON - MyN E+MbeN €in
is obtained. 3 0 25
+(§MYN6i2 _bN EIMXN]elZN -
G
MyN EeONelN

Taking expectation of both sides of equation (2.5) as in
equation (2.6) and the bias is obtained as in equation (2.7)

)

0
EI E (eONelN )

E(Tplj—MyN)z

3 b6,
(gMVNQZ 2

E(efy)-M,y
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Bias(TPlj):
3 b,
(gl\/lyNei2 _NTMXNJ 2.7
Ay
2 G
CMxN MyN ECMny

Squaring both sides of equation (2.5) of the first order of
approximation take Expectation of both sides and obtain
MSE as in (2.9)

2
(TPlj_MyN) =
MNeON (M 92+Mbej

(SM 0% —b, iMxNjefN—

2.8

6,
My N ConCin

MSE (T, ) =

MC2

MyN

0 2 2.9
(MyN EI+MbeNj CI\Z/IXN -

Ay

)
2MyN (?MyN + MbeN jCMny

Bias and MSE of the Proposed Estimator szj

Express sz,' in terms of €,y and €, , equation (2.10)
is derived

T

M.,y (1+egy ) +hy (|v|

P2j =

2.10

XN (1+ N ))J

kM, +1.
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Simplifying equation (2.10), (2.11) is obtained. _
plifying eq (2.10), (2.11) E(TPZj_MyN)_
Toy) = 2.11 N\
(M, (L ) ~Mybyeyy ] MyNHiZ( ] -
N ON XN ™N ~1IN —
! N-n E(el )+ 2.15
n
kiM £, MXNbNei N —n
n
k-M L11-M l n
Mt [ (N =n)(kM,, I)J ! M6 1 E (€oneun )
Toyj = Bias(szj):
[Myy +M 8o =M byeyy | 2.12 - N
on N MVNQ‘(N—nj e
1- N_n €in . Can 216
A M by 6 ——
N-—n
TPZj = n
M 6 ——C
[MyN + MyNeON _MbeNelN] 2.13 LN N—pn ™ i
2
140 n &, + 02 n 912 Squaring both sides of equation (2.14) of the first order of
"'N=n ™ T"{IN=n N approximation take Expectation of both sides and obtain
MSE as in (2.18)
Subtracting M, from both sides of (2.13), (2.14) is 2
! g My (2.13), (2.14) (TPZ'_MN) _
obtained. ] y
2
M €N +
TPZj_MyN: e N
M €on + (MyNHim_MbeNjelN-’_
2.17
n 2
M Na—_MNijelN-i_ 2 n n 2
TN —-n ZX MyNHi N—n _MbeNeiﬂ €in
n
M., QZE ) ~ 2.14 .
N-n) e M6 G Conein
n
MbeNei N -n
MSE (T,,; ) =
n - _
M G ——e,8e 2
yN™i _ ON™IN 2 2 n
N-n MyNCMyN +(MyN€im_MbeNj
Taking expectation of both sides of equation (2.14) as in c2 2.18
ﬂ‘N MxN +

equation (2.15) and the bias is obtained as in equation
(2.16). n

ZMYN (MyNei N—n _MXNijCMny
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Bias and MSE of the Proposed Estimator TPSj

Express To,; interms of €y, and €, equation (2.19)

P3j
is derived

TPSj =

M,y (1+€ )+by
(MXN _MXN (1+e1N ))

kM, +1,
kM, (1+€, )+1,

2.19

Simplifying equation (2.19), (2.22) is obtained.
TP3j =

[MyN+MyNeON_bNMXNelN:| 2.20
kM, +1.

kM. . e
kM . +1 ) 1+ NN
( 1 XN I)[ kIMXN-l-IIj

—

P3j
1 2.21
I:MyN+MyNeON_bNMxNe1N] m
i “IN

TP3j =
[MyN +M o _bNMxNelN:I
(1_0ielN +9i2612N)

Subtracting M from both sides of (2.22), (2.23) is
obtained

TPSj_
MyNeON _(MyNHi +bNMxN )elN

M . =

yN

(Mlegi2 + MbeNHi)elzN _MyNeieONelN

Taking expectation of both sides of equation (2.23) as in
equation (2.24) and the bias is derived as in equation
(2.25)
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E(Tpsj—MyN)z

(MyN9i2+MbeN9i)E(elzN)_ 2.24
M yNeiE(EONelN )
Bias(TP3j):
(MyN9i2+MbeN9i)Ch2/IxN 2.25
" _MyNHiCMny

Square both sides of equation (2.23) of the first order of
approximation, take Expectation of both sides and obtain
MSE as in (2.27)

(TP3j _MyN )2 =

M,e3 +(M, 6 +b,M,, ) €2, 226
_2MyN (MyNei +bNMxN )eONelN
MSE (T, ) =

2.27

2

A M)?NCI\Z/IyN +(MyN0i+bNMxN) Cl\Z/IxN

N
_2MyN (MyNHi +bNMxN )CMyN

Bias and MSE of the Proposed Estimator T,

Express Tp4j in terms of €,y and €, , equation (2.28)

is obtained

TP4j =

7|:MyN (l+eON)+bN(M><N _MxN (l+e1N ))] 228

n
(kiMxN (jfmem)ﬂij’
exp (kiMan (1+e1N)+|i)
[kiMXN (1— N _nelNJ+I,j+(klMxN (1+ey)+k)

2.29

TP4j =
[M\/N (1+e0N)_bNMXNelN:|

_kiMxN ( Nn—n +1je1N
n

2(kiMxN +Ii)_kiMxN(N n_ljem

exp
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TP4j=
2.30
|:MVN(1+e0N)_bNMxNe1N:|
-1
—0. n o n
ex L——+1 1--—+ -1
p[Z(N—n jelN( Z(N—n )%NJJ
TP4j:
2.31
|:MyN(1+e0N)_bNMxNelN:|
6( n 6°( n ?
exp| — +1 e, +—— -1| €}
p(Z(N—n jl“ 4(N—n jele
2.32

TP4j =
|:MyN +MyNeON _bNMxNele|

é( n
1+ +1 +
Z(N—n )em

(e

Subtracting MyN from both sides of (2.32), (233) is
obtained.

Tosj =My =

[ n
My E‘[mﬂjem +
9fN(4n—N)
™ 8(N-n)

G( n
My E[mﬂjewem

2.33

2
En T MyNeoN

G( n
_bNMxN E[N n +1jelzN

Taking expectation of both sides of equation (2.33) as
shown in equation (2.34) and the bias is obtained as in
equation (2.35).
E(Touj ~Myy )=
M, 07N (4n—N)
8(N - n)2
6.

ok (o)

o n
My ZI[(N —n) +1j/1NCMny

) 2.34
/,LN CM)(N +

by
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Bias(TP4j):
| [M, 6N (4n—N) |
8(N—n)2
C1\2/I><N+ 235
allom Gl g |
N N XN 2 (N—n)

6,

] n
M W EI {m + 1} CMny

Squaring both sides of equation (2.33) of the first order of
approximation, take Expectation of both sides and obtain
MSE as in (2.36).

MSE (T,,; ) =
2.36

2
MSNCr\Z/lyN +(MyN %( +1j_bNMxNj CI\ZIIXN

O( n
+2MVN(MVN2[N_n

N-n

+lj_bN MxN jCMny

N

Bias and MSE of the Proposed Estimator TPSJ.
Express TPSJ- in terms of €, and €, , equation (2.37)

is derived

Tosj = 2.37
[MYN (Lo )+ 0y (Mg =M,y (185 ))]

n
kM, |1-——e, |+1
i XN( N_nele i
kM., +1,

Simplifying equation (2.37), (2.40) is obtained

TPSj =
I:MVN (1+e0N )_bN MxNelN} 2.38
. n
kM i-M.. —
i XN +11 xN N n elN

kM, +1,
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2.39
TPS] =
[M 1+e0N bNMxNelN:|
kiMxN +Ii 1_MxN éem
(N=n)(kM, +1,)

|(ir\/lxN +|i
TP5j =
[ My +M 8 —bM ey | 2.40

én

)

Subtracting MyN from both sides of (2.40), (2.41) is
obtained

T

P5j

-M,,

n
MYNe(JN _(MyNai N_n+bNMxNjelN 2.41

n n
+bN MxNgi ﬂelzN - MyNgi ﬂeoruem
Taking expectation of both sides of equation (2.41) as in

equation (2.42) and the bias is obtained as in equation
(2.43)

E(TPSj_MyN)=

n 2
bNMxNeiﬂE(elN)— 2.42
MyNei L_ E(eONelN )
N-n
Bias(Tes; ) =
n 2

bN MxNei N—CMXN 2.43

P _
N n
-M yNei ECMny

Square both sides of equation (2.41) of the first order of
approximation, take Expectation of both sides and obtain
MSE as in (2.45)
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2
M;NegN +(M 0 N +b M ] N 2.44

—ZMYN(MYNH N +b MxNjeONelN
MSE(T%J)
MjNC,\Z,IyN +
(M 6"

N —

—ZMVN(MYNQ -

2 2.45
+b M, j Cln

+ b M xN jCMny

RESULTS AND DISCUSSION
Empirical Study for Efficiency Comparison

In this section, a simulation study was conducted to
evaluate the performance of the proposed estimators. A
population of 1,000 units was generated and samples of
sizes 50, 100, 150, 200, and 250 were drawn 1,000 times
using Simple Random Sampling Without Replacement
(SRSWOR). The Bias, Mean Squared Error (MSE), and
Percent Relative Efficiency (PRE) of the estimators were
calculated using equations (2.46), (2.47), and (2.48),
respectively, providing a basis for comparing their
accuracy and efficiency.

1000

Bias(T)= 1000 1(T—\7 2.46
i
1 1000 2
MSE(T)= 10002 (T-Y) 2.47
PRE(T):(%(?TN))]AOO 2.48

Simulation procedure is described in the steps below;
Step 1: Population of size N =1000 for variable
X andY are generated using Neutrosophic function
defined in R Package

Step 2: Compute parameters of auxiliary and study
variables from X and Y
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Step 3: Take a random sample of size n from population

generated in step 1

Step 4: Compute Biases, MSEs and PREs for each

estimator using (2.46), (2.47) and (2.48) respectively

Magdalene et al.
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Step 5: Repeat step 3 and 4, 1000 times

Step 6: Compute the averages of results of step 4

Step 7: Display the results of step 6

Table 1: Biases, MSEs and PREs of the Proposed and Existing Estimators for n=50

Biases MSEs PREs

Estimators T-Values F-Values T-Values F-Values T-Values F-Values
ton -0.2508 -0.4231 9.8165 39.4340 100 100

t. 0.1976 -0.0746 54.6121 185.0399 18.4667 20.80
£ -0.1927 0.1069 1.9490 2.0393 592.6783 1843.88
t -0.0891 0.3553 27.3784 98.3400 36.4847 39.58
£ -0.2872 -0.2732 1.2647 6.9556 724.7424 572.37

t 0.6090 0.4197 92.2469 300.9537 11.0102 11.01
t 0.0314 0.7146 12.7838 27.9017 86.4410 14551
t. -0.0533 -0.5069 54.2892 185.337 18.6463 21.04
t,. -3.1429 78.8538 686.3454 6231.401 1.5287 0.54

t 0.4148 0.6645 352.0659 2.1453 1.5287 1779.51
- Members of the Proposed Estimators

T... -0.1655 0.4341 4.3178 14.4796 224.163 272.34
T... 0.12417 0.2343 4.6246 1.8336 212.267 2150.63
T... 0.0745 0.1578 1.9387 8.8228 506.344 446.96
T.... 150318 0.4667 7.1055 2.6087 138.153 1511.63
T.... 1.3549 0.14599 2.5756 1.3983 381.811 2820.14
T... -0.0116 0.1219 0.3583 0.5096 2738 7738.22
T 0.7145 0.0793 8.2796 1.0729 118.560 3675.46
T 1.6080 0.6462 3.0989 4.8474 316.774 813.51
T.... 0.8054 0.3617 2.6265 1.4697 373.748 2683.13
T.... 0.2428 0.7815 6.4267 75774 152.746 520.42
T.... 0.1219 1.2068 4.3182 14.4719 227.339 272.487
T.... 0.0716 0.9799 4.6244 1.8336 212.295 2150.633
T -0.6081 0.6462 1.9385 8.8227 506.527 446.961
T, -0.8055 0.13589 7.1067 2.6087 138.144 1511.634
T.... 1.2661 0.7598 2.5761 1.3982 381.061 2820.340
T.... -0.1614 -0.4554 4.7444 15.9145 206.907 247.779
T.,.. -1.9463 1.0098 5.9334 10.997 165.445 358.589
T.,.. 0.3093 -0.9144 1.8111 6.4870 542.019 607.893
T, 1.5246 0.59434 4.8339 3.8104 203.076 1034.904
T .. 0.5354 1.4382 25745 1.3097 381.297 3010.919
T.... -0.3193 -0.0766 0.3369 0.6483 2913.773 6082.678
T.... 0.7143 0.9795 8.2782 1.0727 118.583 3676.144
T.... 1.6078 -0.4644 3.0982 4.8464 316.845 813.676
T -0.0804 0.3618 2.6260 1.4694 373.819 2683.680
T.... 0.0724 0.7812 6.4278 7.5787 152.719 520.327
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Table 2: Biases, MSEs and PREs of the Proposed and Existing Estimators for n=100

Biases MSEs PREs
Estimators T-Values F-Values T-Values F-Values T-Values F-Values
oy 0.2671 0.1121 4.8869 17.0762 100 100
t 0.5425 0.2489 27.8963 83.8070 17.5179 20.3757
£ 0.2399 0.3558 1.0885 1.1741 449.053 1454416
t 0.3734 0.1324 13.8538 437219 35.2744 39.0565
t . 0.2228 0.1867 0.6738 3.0057 725.214 568.138
t ., 0.7744 0.4613 47.3547 138.226 10.3197 12.3539
t 0.3187 0.6196 6.1303 11.6057 79.7158 147.137
t 0.4180 0.0581 27.3057 82.3396 17.8968 20.7388
t,. -1.7109 80.0574 350.806 6414.322 1.3930 0.2662
t 0.3073 0.5863 168.479 0.9081 1.3930 1880.336

Members of the Proposed Estimators

T.... 0.2396 0.4993 2.7375 7.0806 178,517 241.169
T... 1.2046 0.2889 1.6930 1.7157 288.653 995.291
T.... 0.7572 1.9395 6.5320 7.4373 74.815 229.828
T... 0.0364 1.9815 3.6847 47579 132.627 358.902
T... 0.5236 3.7819 2.7433 1.6682 178.139 1023.630
T... 0.2085 0.2483 0.3556 0.6044 1374.269 2825.314
T 2.739%4 0.9944 7.5061 9.8909 65.106 172.646
T.... 1.6349 1.0596 2.6737 4.3520 182.777 392.376
T.... 0.8383 3.6736 2.3414 1.3496 208.717 1265.279
T.... 0.2774 1.0450 5.2975 6.4734 92.249 263.790
T.... 0.3461 0.8259 2.7375 7.0806 178,517 241.169
T.... 0.0274 0.0947 1.6930 1.7157 288.653 995.291
T.... 1.6349 0.6596 6.5320 7.4361 74.815 2289.639
T 0.8384 0.3646 3.6846 4.757 132,630 358.970
T 1.2980 0.08496 2.7433 1.6682 178.139 1023.630
T.... 0.2408 0.5195 3.2868 8.5576 148.683 199.544
T.... -2.1234 -2.6344 5.1990 1.9901 93.996 858.115
Torn 1.7389 1.7943 5.9974 5.36 81.484 318.586
T 0.3153 1.6926 2.2297 2.66 219.173 641.962
T 0.2348 0.3719 2.7415 1.5458 178.256 1104.684
T.... 1.8433 0.2850 0.4154 0.8313 1176.432 2054.156
T.... 2.7388 1.9947 7.5032 9.8961 65.131 172,555
T.... 1.6343 0.6598 26723 4.3555 182.872 392.061
T, 0.4836 0.3674 2.3403 1.3506 208.815 1264.342
Towe 0.7279 0.8024 5.2999 6.4692 92.207 263.962
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Table 3: Biases, MSEs and PREs of the Proposed and Existing Estimators for n=150

Biases MSEs PREs
Estimators T-Values F-Values T-Values | F-Values T-Values F-Values
oy 0.1408 -0.3856 2.8730 13.0227 100 100
t -0.4135 -0.0366 154559 | 59.8245 18.5884 21.7681
£ -0.0023 0.1395 0.5110 0.7536 562.2494 1728.016
t 0.2607 0.4087 7.8198 32.0887 36.7402 40.5834
t . 0.0532 0.2963 0.4607 25214 623.6183 516.4812
t ., 0.5990 0.2586 259440 | 96.3395 11.0738 13.5175
t -0.0257 0.0845 3.0072 8.1030 95.5352 160.7149
t 0.3484 0.4981 151928 | 60.0401 18.9102 21.6900
t,. -1.4468 82.7523 187.9962 | 6852.202 1.5282 0.1901
t -0.4846 0.0022 89.6804 | 0.3996 1.5282 3258.949

Members of the Proposed Estimators

T.... -0.0299 -0.0062 1.3893 4.9761 206.795 262.232
T... 1.9617 0.8310 42117 1.1018 68.215 1181.948
T.... 1.2124 0.4764 1.5905 35308 180.635 368.831
T... 1.1069 0.3339 2.7834 1.4023 103.219 928.667
T... 0.5521 0.5008 3.0500 2.7549 94.197 472.710
T... 0.0455 -0.2386 0.3348 0.8468 858.124 1537.872
T 1.2906 -1070.385 8.4499 1.1458 34.000 1136.560
T.... 1.7709 0.7174 3.1367 5.1482 91.593 252.956
T.... 0.5231 0.4044 2.7371 1.6360 104.965 796.009
T.... 0.8103 1.9109 6.5686 8.2999 43738 156.902
T.... -0.0038 0.2655 1.3893 4.9761 206.794 261.705
T.... 1.2906 0.0107 42117 1.1018 68.214 818.883
T.... 1.7709 0.7174 1.5903 35308 180.658 368.831
T 0.5231 0.4017 2.7834 1.4023 103.219 928.667
T 0.8147 0.8895 3.0501 2.7549 94.193 472.710
T.... -0.0403 0.0227 1.8533 6.7195 155.021 193.805
T.... -2.3147 -2.8456 5.8186 3.2019 23.876 155.410
Torn 0.1185 0.4425 1.4659 2.5644 195.988 507.826
T 0.9578 1.6742 1.5149 2.4380 189.649 534.155
T 0.5519 0.4935 3.0466 2.5805 94.302 534.155
T.... -0.0209 -0.1737 0.3305 0.9350 869.288 1392.802
T.... 0.1904 0.1070 8.4392 1.1468 34.044 1135569
T.... 1.7691 0.7178 3.1309 5.1549 91.762 252.628
T, 0.5226 0.4046 2.7327 1.6379 105.134 795.085
Towe 1.8110 0.9104 6.5786 8.2902 43671 157.085
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Table 4.: Biases, MSEs and PREs of the Proposed and Existing Estimators for n=200

Biases MSEs PREs

Estimators [ T-values F-Values T-Values | F-Values T-Values F-Values
ton -0.1713 0.2746 2.2428 7.8007 100 100
1t -0.2989 0.3933 11.8997 | 36.6061 18.847 21.310
t 0.0617 0.3175 0.4799 0.6422 467.376 1214.657
t -0.2480 0.3140 6.1139 19.5032 36.683 39.997
t -0.0684 0.2755 0.3356 1.4801 668.325 527.059
t . -0.3241 0.5125 195535 | 59.1311 11.469 13.192
t 0.2186 0.4003 2.7910 5.4803 80.356 142.342
t. -0.3511 0.3130 12.0591 | 36.6781 18.598 21.268
t,. 0.8411 84.1229 139.002 | 7078.983 1.6135 0.1102
t. 1.0656 0.4159 76.2431 | 0.4607 1.6135 1693.221
- Members of the Proposed Estimators

T.... 0.1207 0.3580 12771 3.4277 175.617 227578
T, 0.2795 1.1535 8.3352 1.7584 26.906 443.625
T.... 1.6570 0.7252 2.9071 6.8506 77.149 113.869
T... 0.28411 1.447075 1.2671 2.3082 177.003 337.956
T.... 0.5960 0.4002 3.5533 1.6893 63.119 461.771
T.... -0.0664 0.2927 0.3532 0.8461 634.994 921.960
T 0.3048 0.1102 9.2959 1.2145 24.127 642.300
T ... 1.8802 0.7464 3.5358 55720 63.431 139.998
T... 0.5582 0.4160 3.1172 1.7308 71.949 450.699
T... 0.8791 0.9639 7.7304 9.2939 29.013 83.934
T... 0.2908 0.4693 12771 3.4277 175.617 227578
T.... 1.3050 0.1102 8.3352 1.7584 26.908 443,625
T 1.8802 0.7464 2.9071 6.8506 77.149 113.869
T, 0.5582 0.4133 1.2671 2.3083 177.003 337.941
T 0.8733 0.9456 3.5533 1.6893 63.119 461.771
T.... 0.1519 0.3692 1.8861 5.0678 118.912 153.927
T.... -2.259 -3.3620 5.6297 2.3701 39.839 329.130
T.0. 1.6418 0.6794 2.7621 5.2465 81.199 148.684
T 2.5674 0.6638 8.3877 1.8015 26.739 433.011
T ... 0.5963 0.3948 3.5572 1.5998 63.050 487.605
T.... 0.0295 0.2922 0.4280 11136 524.019 700.494
T.... 0.3051 1.1020 9.3161 1.2147 24.074 642.191
T.... 0.1883 0.7464 35478 55739 63.217 139.950
T.... 0.5590 0.4160 3.1265 1.7314 71.735 450.543
Towe 1.8779 0.9638 7.7088 9.2913 29.094 83.957
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Table 5: Biases, MSEs and PREs of the Proposed and Existing Estimators for n=250

+.

Biases MSEs PREs

Estimators T-Values F-Values T-Values | F-Values T-Values F-Values
toy -0.2167 0.1911 1.6798 5.1639 100 100

t -0.4637 0.1669 8.9810 24.3993 18.704 21.164
t. 0.1115 0.3249 0.4036 0.5352 416.241 964.857
t. -0.3500 0.1655 4.6115 12.9723 36.427 39.807
£t -0.0630 0.2441 0.2486 0.9919 675.743 520.589
t. -0.5576 0.1954 14.7273 | 39.4289 11.406 13.097
t. 0.3070 0.4334 2.2475 3.9192 74.743 131.760
t -0.5038 0.1125 9.1481 24.4950 18.362 21.081
t. 1.5897 84.1148 105.4565 | 7076.842 1.5928 0.0730
£ 1.4770 0.3769 105.4565 | 0.3684 1.5928 1401.637
- Members of the Proposed Estimators
To... 0.1915 0.3886 1.0380 2.5020 161.830 206.391
T 0.00276 0.0108 7.8660 1.4344 21.355 360.004
T 0.1625 1.6850 2.7582 5.6409 60.902 91.544
T... 2.5721 0.0974 9.2827 9.1568 18.096 56.394
To... 0.0596 0.0394 3.5534 1.6098 47.273 320.779
T -0.0857 0.2613 0.3953 0.8933 424.943 578.070
T 0.0511 0.0110 9.3101 1.2145 18.043 425.187
T 1.8819 1.7464 3.5421 55721 47.424 92.674
T 0.5587 0.0416 3.1223 1.7309 53.800 298.336
T.... 0.8809 0.9644 7.7625 9.3033 21.640 55.506
T 0.3972 0.5156 1.0380 2.5020 161.830 206.391
T 0.3533 1.1021 7.8660 1.4345 21.355 359.979
T.... 0.1882 0.7464 2.7582 5.6409 60.902 91.544
T 1.5586 0.4133 9.2827 9.1568 18.096 56.394
T.... 0.008717 0.0009 3.5534 1.6098 47.273 320.779
T 0.2481 0.4158 1.7026 4.0732 98.661 126.777
T -2.2370 -3.5088 5.4692 21.627 30.713 23.877
T 1.6269 0.6520 2.6797 4.5351 62.686 113.865
T, 2.3895 2.2097 6.5510 1.4740 25.642 350.332
T... 0.0596 0.3906 3.5623 1.5459 47.155 334.038
T.... 0.1096 0.32756 0.5220 1.2887 321.801 400.706
T... 0.0030 1.1024 9.3500 1.2156 17.966 424.803
T.... 0.0188 1.7469 3.5656 5.5802 47.111 92.540
T.... 0.0056 0.0416 3.1403 1.7332 53.492 297.940
T 1.8786 1.9639 7.7204 9.2919 21.758 55.574

Tables 1, 2, 3, 4 and 5 compares the performance of
several estimators of the population median, including
sample median, estimators of Singh et al. (2025) with that
of the proposed neutrosophic estimators based on Bias,

Mean Square Error (MSE), and Percent Relative
Efficiency (PRE) under both Truth-values and False-
values of neutrosophic data for sample of sizes 50, 100,
150, 200 and 250 respectively conditions. The results
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demonstrate that the proposed Neutrosophic estimators
perform markedly better than the traditional estimators in
terms of accuracy, stability, and overall efficiency.

In Table 1, in terms of Bias, the proposed estimators
record relatively small and consistent values, ranging
from —1.95 to 1.61, while the traditional estimators show
larger and unstable values from —3.14 to 0.71 for T values
and —0.51 to 78.85 for F-values. These fluctuations in the
traditional estimators suggest a higher level of sensitivity
to uncertainty, which reduces their reliability. A similar
pattern is observed in the MSE results. The traditional
estimators display large MSE values, between 1.26 and
686.35 for Truth values and 2.03 and 6231.40 for False
values, implying low precision and greater estimation
error. Conversely, the proposed Neutrosophic estimators
maintain substantially lower MSE values ranging from
0.33t0 8.28 for T-values and 0.51 to 15.91 for F-values—
indicating improved precision and reduced error in
estimating the population median even under uncertain
data conditions. The PRE results further reinforce the
superiority of the proposed estimators. Whereas the
traditional estimators mostly record efficiency values
below 100, the proposed Neutrosophic estimators achieve
considerably higher efficiencies, with PRE values
ranging from 118.56 to 7738.22. One proposed estimator

TPle attained PRE values of 2738.00 under the Truth

values and 7738.22 under the False value, showing a
remarkable increase in efficiency compared to the
traditional estimators.

In Table 2, the proposed estimators generally have
smaller biasess, with several very close to zero. Estimator

T recorded 0.2085 under Truth-values and 0.2483

under False-values, while Tp,s; showed 0.2348 and

0.3719, respectively. These results suggest that the
proposed estimators produce estimates closer to the actual
population median, demonstrating near-unbiased
performance even under uncertain or indeterminate data
conditions. The MSE values further illustrate the
advantage of the proposed estimators. Existing methods
show MSEs ranging from 0.67 to 47.35 under Truth-
values and 3.01 to 138.23 under False-values, reflecting
higher estimation errors. The proposed estimators on the
other hand, achieve substantially smaller MSEs, typically
between 0.35 and 7.51 under Truth-values and 0.60 and

9.90 under False-values. Estimator TPle attained an
MSE of 0.3556 under Truth-values and 0.6044 under
False-values, while TP51j recorded 0.4154 and 0.8313,
indicating greater accuracy and reliability. The PRE

results reinforce these observations. While existing
estimators exhibit PRE values between 17 and 725 under

P21j
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Truth-values and 20 to 568 under False-values, the
proposed estimators achieve markedly higher efficiency,
ranging from 65 to 1374 under Truth-values and 172 to
2825 under False-values. demonstrating significantly
enhanced efficiency relative to conventional methods.

The findings in Table 3 indicate that the proposed
estimators consistently surpass the traditional methods
across all criteria. In terms of bias, their values range from
approximately —0.0299 to 1.9617, showing that the
estimates are very close to the true population median.
Conversely, the conventional estimators exhibit higher
and more variable bias, reflecting increased sensitivity to
uncertainty and variability in the data. The MSE results
further highlight the advantage of the proposed
estimators. Existing estimators show a wide range of
MSEs, from 0.4607 to 187.9962 under Truth-values and
2.5214 to 6852.202 under False-values. The reference
estimator recorded MSEs of 2.8730 and 13.0227, while
some conventional estimators showed extremely high
values, indicating low reliability. By comparison, the
proposed estimators consistently achieve smaller and
more stable MSEs. For instance, one estimator recorded
1.3839 under Truth-values and 4.9761 under False-
values, and another recorded 1.5903 and 3.5308,
demonstrating substantial improvement in precision and
consistency. The PRE results reinforce these
observations. Traditional estimators produced PREs
ranging from 11% to 624% under Truth-values and 13%
to 1728% under False-values. However, the proposed
estimators achieved significantly higher PREs, with some
reaching 206.80% under Truth-values and 262.23%
under False-values, and others as high as 472.71%,
indicating that they are up to five times more efficient
than the baseline estimator.

The results in Table 4, biases range from approximately
from —0.3241 to 1.0656 for the existing estimators. The
existing estimator recorded biases of —0.4135 and
—0.0366, and another, 9.5990 and 0.2586 under the Truth
and False values respectively. However, the proposed
neutrosophic estimators demonstrate smaller bias values
overall. Several of them record minimal biases, generally
below 0.6 indicating that the proposed estimators provide
estimates that are practically unbiased. These results
confirm that the modifications introduced in the proposed
estimators enhance their stability and reduce systematic
error even under large sample condition. The Mean
Square Error (MSE) values also show distinct differences
between the existing and proposed estimators. For
existing estimators, MSE values under Truth value and
False value vary widely, ranging from 0.4799 to 76.2431
(for Truth values) and from 0,4607 to 7078.983 (False
values). On the other hand, the proposed estimators
exhibit markedly smaller MSEs. Most members of the
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proposed estimators record MSE values below 9.3 under
both the Truth and False values, such as Ty, ; and Tpa,;

. This reduction in MSE indicates that the proposed
estimators are more precise and stable. The Percent
Relative Efficiency (PRE) results provide further
additional evidence of the improvement achieved by the
proposed estimators. Among existing estimators, PRE
values vary considerably from 18.847% and 867.859%
under Truth values and from 21.31% to 527.059% under
F-values implying moderate levels of efficiency relative
to the baseline estimators.

From table 5, it is observed that the proposed estimators
exhibit smaller and more consistent bias values, ranging
from 0.0027 to 1.8819, indicating estimates very close to
the true population median. On the other hand, traditional
and existing estimators show higher and more variable
biases, ranging from —0.5576 to 1.5897, reflecting
reduced stability under uncertainty. The MSE results
reinforce these findings. Traditional estimators display
relatively large MSEs, some exceeding 5, signaling lower
precision and high variability. Conversely, the proposed
Neutrosophic estimators achieve substantially lower
MSEs, between 1.0380 and 5.5721, demonstrating
improved accuracy and robustness even under
indeterminate conditions. PRE values further highlight
the advantage of the proposed approach. While traditional
estimators record efficiencies from 11.406% to
964.857%, the proposed estimators achieve much higher
values, ranging from 18.043% to 578.070% under Truth
values and 55.506% to 578.070% under False values.
Some estimators, reaching 315.254% and 360.004%,
perform several times better than the baseline, indicating
a marked gain in efficiency.

Overall, the proposed Regression-cum-Exponential Type
Neutrosophic  Estimators  consistently  outperform
existing methods, offering lower bias, reduced MSE, and
higher PRE. he enhanced performance is attributable to
the integration of regression adjustment, exponential
transformation and neutrosophic logic, which collectively
improve reliability and precision in the presence of
uncertainty. These findings establish the proposed
estimators as a robust and efficient alternative for
population median estimation under indeterminate
conditions.

CONCLUSION

This paper considered developing of neutrosophic
estimators of population median using auxiliary
variables. The theoretical properties (Biases and MSES)
of the proposed estimators up to first order approximation
were derived and presented. Empirical studies to assess
the performance the proposed estimators were conducted
through simulation process. From the results obtained
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from the empirical study on the efficiency of the proposed
estimators relative to the existing estimators examined in
this research, it is evident that the proposed estimators
consistently exhibit minimum Mean Squared Error
(MSE) across all numerical computations. This
demonstrates that the proposed estimators possess a
higher level of efficiency compared to the other
estimators considered in the study. The numerical
analysis further confirms that all five proposed estimators
provide more accurate and reliable estimates,
highlighting their superiority and practical relevance in
estimating the population median under the Neutrosophic
framework.
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